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ABSTRACT

For manufacturing industries, quality is the maioncern, and to inspect the materials at a veryefasate to meet the
production demands. In manufacturing, quality candefined as the fitness of the product to useiairgdan essential
parameter in manufacturing industries. In orderatitain that quality in any product or service, #ile processes involved
in that should be monitored carefully. It can betHer elaborated into controlling/inspecting theggesses to meet the
standard form and this process of controlling idlex quality control or quality inspection. The pase of this project is
to build a model that will quickly identify the gence of defects in the steel surfaces. The prdpedev3 detector model
attempts to improve the accuracy of prediction Bing labelled images and different learning ratesioh takes into
account the interaction effect of different paraenet The major outcome of this project is to bailduitable model that
will identify defects faster and effectively whempared to other methods. In the future, the modais be tried with
different activation functions and well-defined mea on other architectures which may aid in buigdinmodel with better

accuracy.
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INTRODUCTION

In manufacturing, quality can be defined as thedpatis fitness to use and is an essential paranieteranufacturing
industries. To attain that quality in any producservice, all the processes involved in that sthdsel monitored carefully.
It can be further elaborated into controlling/insfiey the operations to meet the standard form, thisl process of

governing is called quality control or quality irggpion.

To meet industry standards, quality inspectors anufacturing firms inspect product quality usualfyer the
product is manufactured. It's a time-consuming nadreffort and a rejected product results in wastpdiream factory
capacity, consumables, labour, and cost. With tbdem trend of Atrtificial Intelligence, industriitms are looking to use
deep learning-based computer vision technologynduttie production cycle itself to automate mategisdlity inspection.
The goal is to minimize human intervention, simodtausly achieving human-level accuracy or more el ag optimize
factory capacity, labour cost, etc. The usage epdearning is varied, from object detection irf-skelving cars to disease
detection with medical imaging. Deep learning hesved to achieve accuracy comparable with the $eaehieved by

human beings & even better.
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Recent developments in the arena of artificialligience, machine learning algorithms, and senstwarks aids
in addressing the challenges with respect to dédecttification of parts by image recognition usitgnvolutional neural
networks (CNN). Today's increased level of autooratin manufacturing also demands automation of riahtquality
inspection with little human intervention. The tdeis to reach human-level accuracy or more in guatispection with
automation. To stay competitive, modern Industfighs strive to achieve both quantity and qualitithnautomation

without compromising one over the other.
REVIEW OF LITERATURE

Uji lwahori et al. [1] discuss a new method callednse SIFT to classify the defects in an electrdwiard. The dense
SIFT does not use any reference images. Usefillpdiats are detected in the defect region bectheseense sift captures
all the relevant and irrelevant features and hesrog new defect or irregularities in that specifegion can also be
detected. Evaluation of performance through thelevbgstem, classification for each kind of deféatther improvement

of accuracy, etc. can be considered as areastbéfuresearch.

Wugin tang et al., [2] in their work, constructe@€BN-based neural network model to identify theedé&s present
in the photovoltaic modules using electrolumineseeimages. In this, a CNN model is generated snéd to compare
the accuracy and computational efficiency with phevious models like MobileNet, ResNet50, Incep#idnVGG16. The
model attained the highest accuracy. Even thouglpamwith VGG16, the model is relatively simple terms of
computational accuracy because low numbers of peteamare required to train the model. Further maguimprovement

can be done by increasing the parameters.

Benjamin Staar et al. [3] discuss a CNN model fovraaly detection rather than defect classificatfmactically
in industries, the process is well optimized arelnimber of defects is very small. The anomalydliete is solved using
deep metric learning with triplet networks. In tiiplet network, 3 samples are provided as inputimich the 2 samples
belong to the same class and 1 is different. Cla&< and 1 & 3 are paired and their Euclidearnedise is measured such
that the same and various classes are trainedfufilne® scope is to combine both texture imagesabjdct images for
training and calculate accuracy. Sometimes the hfads on discriminating between the classes uginglidean distance

and hence opportunities are there for using otlstante methods such as Manhattan distance.

Tian Wang and Yang Chen[4], in their work “A fastdarobust convolutional neural network-based defect
detection model in product quality control,” focasen building a deep learning model, particuladynwlutional neural
networks. The objective is to classify the defestend non-defective products using the images mddairom the
computer vision system. Their two main architeciure CNN are global frame classification to clagdifie images
according to the type of defects and the sub-frdetection part is to decide whether it is defectivenot defective. The

RelLu activation function is used for the non-lindansformation of features.

Yi-Fan Chen and Fu-Sheng Yang [5], in “Automaticf@g Detection System Based on Deep Convolutional
Neural Networks” focuses on building an image dfasgion model based on training the model by aliset of data. It
also discusses the effect of light on the clas#ifim of defects and how lighting should be arrahgden capturing an
image. The image of resolution 2592*1944 pixel aptared and trained. The image is further brokenrdmto 64*64
pixels and various combinations to train the défarneural layers. Here ResNet containing 50 laigaused. The image is

cut into 64 * 64 segment patches and if any ofeéhpatches correspond to the defect pattern, thgarsanormalized into
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a greyscale map. Using row-column search the dedesggment is matched to the colour segmentatidsaown.
Gaps Identified

From the reviewed literature, it is observed tiat techniques used for defect classification reqaitot of computation
power. Also, it is observed that there is a deafthybrid models that can improve the accuracyla$sification. Defect
classification models using efficient classificaticeparation techniques like cross-entropy teclasiqare also not
discussed in the literature. The majority of modiésussed in the literature utilized a large nundfdraining parameters.
This research focuses on proposing a defect dleatsiin model that attempts to classify defectssteel with high

accuracy and by using a minimum number of parammeted in the least possible time.
Objective

e The objective is to identify and develop a methoal/tusing deep learning models like CNN (Convolntib
Neural Network) to identify the defects in matefpabduct.

» The identified defect is then mapped into theipessive classes.

» The primary objective is to develop a deep learningdel using CNN (Convolutional Neural Network) to
identify the defects in material/product and theapnthe products into their respective classes whiclude

Defective/Non-defective.
Secondary Objectives Include
e To improve the accuracy of the model by using déffe activation functions such as RelLU, tanh, etc.

* To tune the model to achieve high accuracy anddomputational cost/time when compared to the pres/giate

of art methods.
Problem Statement

Quality inspection in industries by far is done e traditional methods such as machine vision @mputer vision
systems and this affects the accuracy in deterigitiia goodness of the product. This low accuradyéesto the restricted
number of parameters that are set to identify #feals. The modern deep learning method does stitatehe number of

parameters and uses a large number of parameteesrtitself and produce the result effectively.

www.iaset.us editor @ aset.us



58 Siddarth G, Sumitra Binu & PramilaR M

METHODOLOGY

Proposed System
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Figure 1: Block Diagram of Workflow for Model Building.

Fig. 1 represents the process involved in extrgctire features from the image. Automatic identtfma of
defects is a difficult task due to the limitationthe number of defective samples and differenesypf defect. Therefore,
the image dataset requires some data preparatigessiike data augmentation. It is the processredting duplicat
images for a better understanding of features énithages for various scales and orientations. Wk focuses ol
building defect detection and classification using Cdutional Neural Network (CNN). The proposed systeses
Severstal: Stee[6] defect detection dataset. The prepared dateeis split into training samples and testing saspiehe
ratio of 80:20. Thémages are given as an input to the Convolutiorersl Network (CNN) and it will create a numi
of parameters for learning. During the initial phathe horizontal and vertical edge features arectid and in subseqtt
convolutions, essential feats are detected. The n-pooling is used to take the maximum element froenrhgion of the
feature map covered by the filter. Thus, the ougdtgr the ma-pooling layer would be a feature map containingrtiuest
prominent features of the previous fee map. The obtained parameters are then checked tis testing samples f
validating the model.

You Look Only Once (YOLO) [7] is the CNN architetuused in this work to solve the classificationlgem.
The architecture was implemented in two ste In the first stage, regions of interest in an image selected. The ne
stage is to classify these regions using convalalimeural networks. Instead of selecting intengsparts of an imag
they predict classes and bounding boxes for thelevimage in one run of the algorithm. In the YOLO algtfum, it is
necessary to establish what is actually being ptedi Ultimately, the aim is to predict a classaof object and th
bounding box specifying object location. Each bangdox can be descrid using four descriptors: centre of a bounc
box (bxby) width (bw) height (bh) value cis correading to a class of an obj.
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Class Prediction

The defects in the steel surfaces are identifiedsdnown as bounding boxes. Each box predicts e @y defects present
in it and may contain different types of defectsskes in the bounding box. The softmax functionds used as it is
unnecessary for good performance, independenttiogisissifiers are used. During training, binargss-entropy loss is
used for the class predictions. This formulatiofpbevhen we move to more complex domains like tetection of
defects on steel surfaces [6]. In this datasetethee many overlapping labels (i.e. defects dedéht classes). Using a
softmax imposes the assumption that each box hastlgxone class which is often not the case. A itabktl approach

better model of the data to have multiple defetthé same area.
Feature Extractor

A new network is used for performing feature extitat A new network is a hybrid approach betweeanrthtwork used in
YOLOv2, Darknet-19, and that newfangled residuatwoek stuff. This network uses successive 3 x 3 and 1
convolutional layers but now has some shortcut eotions as well and is significantly larger. It He% convolutional

layers [8] so it is called Darknet-53.

Table 1: Darknet - 53

Type Filters Size Output
Convolutional 32 3x3 256 x 256
Convolutional 64 3x3/2 128 x 128
Convolutional

1x Convolutional 32 1x1 128 x 128
. 64 3x3
Residual
Convolutional 128 3x3/2 64 x 64
Convolutional
2 X Convolutional 64 1x1 64 x 64
. 128 3x3
Residual
Convolutional 256 3x3/2 32x32
Convolutional
8 x Convolutional 128 1x1 32x32
. 256 3x3
Residual
Convolutional 512 3x3/2 16 x 16
Convolutional
8 x Convolutional 256 1x1 16 x 16
. 512 3x3
Residual
Convolutional 1024 3x3/2 8x8
Convolutional
4x Convolutional 512 1x1 8x8
. 1024 3x3
Residual
Avgpool
Connected Global
1000
Softmax
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Table 1 explains the architecture of darknet53 yolo model including its parameters and the eizihe layers

This new network is much more powerful than Dark@ehbut still more efficient [9] than Resl-101 or ResNet-152.
Steps in Building the Model

» The first step is to label the images using labglind map it with defective classes and the integmding bo»

parameters are stored in a text

* The second step is to configure the training patarsevhich are used to train the dataset. Thesfiguration
parameters specify the input image size and thebeurof channels. It also contains a few paramdikes

momentum and decay that control how the weighpdatec

e The third step is to set up the Learning Rate, §t8pales, BurIn (warm-up) The Burr-In is used to control the
learning rate because the learning rate shoulddbeduring the training initialization, and it sHdibe reduced ¢

the model gets trained. The training occurs fasteen the learning rate is lo

* The fourth step iso augment the data to produce a bigger trainibhdosembalanced classes and effectively tr

the model.

* The fifth step is to set the batch size and epochir&ining. The use of epoch is that the entiraskzt cannot b
used for training, becausewill throw a memory error and the samples aré spid sent for training in terms
an epoch. The batch size determines how many itessashould be present. The model is tested usssganc

map (moving average precision) functic
EXPERIMENTAL RESU LTS AND DISCUSSIONS

When the training is started the average lossrig igh during early iterations and tends to slawd after a certain tie.
The training is continued until the average lossobees low (=0.6). Usually, 2000 iterations are isight for each class
(object) but not less than the number of trainimgges and not less than 6000 iterations in totaBj@ for a more prese

definition to stop training, notice the varying icators of error, and it should stop when no lordgzrease 0.50 avg:

1: 420.369049, 420.3690849 avg, ©.000000 rate, 2.876527 seconds, 1 images

Loaded: ©9.008031 seconds

Region 16 Avg IOU: @.486668, Class: 0.499934, Obj: ©.499776, No Obj: ©.499833, .GR: 0.000008,
.75R: 0.6000006, count: 1

Region 23 Avg IOU: nan, Class: nan, Obj: nan, No Obj: @.498697, .5R: nan, .75R: nan, count: @
2: 421.127358, 420.444885 avg, ©.000000 rate, 2.082417 seconds, 2 images

Loaded: ©.808027 seconds

Region 16 Avg IOU: @.774884, Class: ©.501205, Obj: ©.499345, No Obj: ©.499833, .5R: 1.000000,
.75R: 1.0600000, count: 1

Region 23 Avg IOU: nan, Class: nan, Obj: nan, No Obj: @.498695, .5R: nan, .75R: nan, count: @

Figure 2: Start of Training

Figure 2 shows the initialization of training. Ttraining loss is high during the first iteration2(36) and thi

training should continue until a minimal loss itaated
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Figure 3: Iterations vs. MeanAverage Loss.

The figure 3 shoes mAP (Mean Average Precisionjtdnac-line) in the Lossshart Window. The -axis is the
number of epochs and theakis shows the training error percentage. The milde calculated for every 4 Epochs us
valid=valid.txt file that is specified in obj. data file (Jp&ch = images in train txt/batch iterations) (t@wche the max-

axis value - change max_batchgmrameter to 2000*classes, f.e. max batches=8000d@asse:

4717: @.478695, ©.633565 avg, ©.001008 rate, 1.094805 seconds, 4717 images

Loaded: ©.080835 seconds

Region 16 Avg IOU: nan, Class: nan, Obj: nan, No Obj: 0.801769,
Region 23 Avg IOU: 6.757523, Class: ©0.979580, Obj: ©.177587, No Obj: 8.000248,
.75R: 1.000000, count: 1

4718: ©.598653, 0.629274 avg, ©.001000 rate, 1.088090 seconds, 4718 images

Loaded: @.800037 seconds
Region 16 Avg IOU: B8.742986, Class: 8.996573, Obj: ©.281718, No Obj: ©.882835, .5R: 1.008000,

.75R: ©.860000, count: 1

.5R: nan, .75R: nan, count: @
.5R: 1.000000,

Figure 4 End of Training.

Figure 4 shows the end of the training. When tlss is minimized (=0.6) after certain iterations tt&ning car

be stopped. If continuedfter this the change in loss is very low and magneover fit the mode

Accuracy

After the minimum loss is achieved the trainingstepped, the weights file with a minimum loss, andximum may

(mean average precision) is selected and testetheovalidation dataset. The accuracy of the model carcdiculatec

using precision and recall [10]. The parametersl iseletermine accuracy i

0.24

loU (intersection over union)average intersection over union of objects andatietes for a certain threshc=

mMAP (mean average precisio- mean value of average precisions for each classyavaverage precision

average value of 11 points on -curve for each possible threshold (each probabilitgetection) for the sarn

class (Precision-Recall inrtas of PascalVOC, where PrecisiorP/(TP+FP) and Recall=TP/(TP+F)
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Table 2: Backbones of Convolutional Architectures

Backbone Top-1 Top-5 Bn Ops BFLOPI/s FPS
Darknet-19 74.1 91.8 7.29 1246 171
ResNet-

101 77.1 93.7 19.7 1039 53
ResNet-

150 77.6 93.8 29.4 1090 37
Darknet-53 77.2 93.8 18.7 1457 78

Table 2 explains the accuracy, billions of operaidillion floating-point operations per secondg drames per
second (FPS) for various networks. Each networtkaimed with identical settings and tested at 1&E®s single crop
accuracy. Thus Darknet-53 performs on par withestdithe-art classifiers but with fewer floatingipboperations and
more speed. Darknet-53 is better than ResNet-1811dntimes faster. Darknet-53 has a similar peréorce to ResNet-
152 and is 2 times faster. Darknet-53 also achigwesighest measured floating-point operationsspeond. This means
the network structure better utilizes the GPU, mgkit more efficient to evaluate and thus fastdrafls mostly because

ResNets have just way too many layers and arerytefdicient.
Advantages & Limitations

The increase in the amount of data will signifitaimicrease the model capacity to accurately datectiefects in the steel
surfaces. Due to fast-moving production lines, ttul v3 can do an online inspection at a fastt. rahe functionality of
neural networks is that with an increase in daiatpdhe depth of the neural network can be in@@dsr better learning.
The Convolutional Neural Network (CNN) works welh duge data and models complex patterns better iferhine
learning algorithms and adds advantage over madéaraing algorithms with very little overfit toeftraining data. The
limitation of deep learning algorithms is datasiffficient data is available, the algorithm workslivand it will learn data

points very well.
CONCLUSIONS

In the steel manufacturing industry, defects aneagor problem and it might lead to bad quality prow of the industry.
Identifying defects during the production proced velp to eliminate the defective products in tharket. In this project,
a model is built to detect the defects on the sseeflaces at a faster rate in a single shot. Adagrtb the map (mean
average precision), it is claimed that YOLO is maceurate than SSD [11] and faster than Resneew@8D is faster than
YOLO. Similarly, the result of the implementatioratohes the studied results regardless of whetteeimoage or real-time
testing. Besides, in terms of real-time implemdamtthe output result shows no difference betwieamge and video,
within one second, the SSD detector processesristmore frames than YOLO. However, with the YOLOwSdel, its
velocity, which is able to process about 9 frameissecond, is way better than YOLOv2 although diightly slower than
SSD’s 15 frames per second.
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